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a b s t r a c t

We show using two-dimensional simulations that the dual-space microscopy (DSM) phase-recovery algorithm
converges to the correct result for arbitrary samples. We present experimental results obtained by implementing
the DSM technique using a laser. We demonstrate that DSM produces synthetic images with a large field of view
when a laser is used as the illumination source. However, speckles affect the quality of the obtained images.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Fourier ptychographic microscopy (FPM) is a phase-recovery imag-
ing technique [1–9] that permits to obtain high-resolution images
with a large field of view (FOV) from a set of low-resolution images
obtained by illuminating the sample from a different direction each
time [10–15]. FPM was initially demonstrated using planar [10–12]
and hemispherical [13,14] arrays of light emitting diodes (LED) as
white-light illumination sources and it was subsequently extended to
the infrared spectral range [16]. FPM was also demonstrated using a
laser as the illumination source, and mirrors to illuminate the sample
from different directions using the same laser beam [16–18]. The low-
resolution images of the sample used in FPM only record the intensity
of the electric field in the microscope’s real plane (RP). Nevertheless,
in general, the FPM phase-recovery algorithm is successful in extracting
the unmeasured phase of the electric field in the sample’s plane because
each low-resolution RP image carries partial information about the
phase. The resolution limit of FPM is ∼ 𝜆∕𝑁𝐴𝑠, where 𝜆 is the wave-
length of the light used for imaging, 𝑁𝐴𝑠 = 𝑁𝐴𝑜 +𝑁𝐴𝑐 , and 𝑁𝐴𝑜 and
𝑁𝐴𝑐 are the numerical apertures of the objective lens and condenser,
respectively [12,14,15]. Therefore, when 𝑁𝐴𝑐 > 𝑁𝐴𝑜, FPM permits to
obtain images with better resolution than the Rayleigh resolution limit
∼ 𝜆∕(2𝑁𝐴𝑜) [10]. DSM is another recently demonstrated phase-recovery
imaging technique which is based on the simultaneous observation
of the sample in the position and momentum spaces; i.e., the DSM
phase-recovery algorithm can be considered an extension of the FPM
algorithm where intensity images obtained in the microscope’s Fourier
plane (FP) are used in addition to the low-resolution RP images used
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in FPM [18,19]. When DSM was demonstrated using a hemispherical
array of LEDs, it was found that the obtained high-resolution RP images
have a reduced FOV due to the small divergence of the light emitted
from each LED [18]. The solution of this problem is the main focus of
this work. Here we demonstrate for the first time that synthetic images
with a large FOV are obtained by implementing the DSM technique
using a laser beam as the illumination source. In order to facilitate
the comparison between the FPM and DSM techniques based on both
laser and LEDs, we present results obtained with both phase-recovery
techniques using a hemispherical digital condenser (HDC) [14,18], and
using a hemispherical laser guider (HLG) fabricated with similar geom-
etry than the HDC. The rest of this paper is organized in the following
manner: In Section 2 we describe the experimental arrangements used in
this work. In Section 3, the DSM algorithm is discussed and simulations
results are presented. For the first time, we demonstrate using realistic
two-dimensional simulations that the DSM phase-recovery algorithm
works well for arbitrary samples. Experimental results are presented
and discussed in Section 4. Finally, the conclusions of this work are
presented in Section 5.

2. Experimental set up

We imaged a 600 lines/mm Ronchi Ruling (𝑝 = 1.67 μm) using a
Nikon Elipse Ti inverted microscope with an objective lens with 𝑁𝐴𝑜 =
0.8 and 50X magnification. As sketched in Fig. 1(a), the microscope set
up includes two charge coupled device (CCD) cameras for obtaining RP
and FP images of the sample.

The microscope’s built in illumination source was substituted ei-
ther by a computer controlled HDC formed by 64 white-light LEDs
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Fig. 1. (a) Schematic illustration of the experimental set up. The illumination source can
be either a HDC (top-right) or a laser-HLG combination (top-left). (b) Photograph of the
HLG-collimator combination.

distributed uniformly in four circular-rows having numerical apertures
𝑁𝐴𝑐 = 0.58, 0.73, 0.89, 0.97 [14,18], or by a HLG, which was fabricated
by a 3D-printer with geometry similar to the HDC. As shown in Fig. 1(b),
the HLG has 76 circular-holes for manually inserting a collimator
connected by a single mode optical fiber to a 𝜆 = 532 nm wavelength
laser beam produced by a solid-state laser. Sixty four of the 76 HLG holes
permit to illuminate the sample in the same directions as the LEDs in the
HDC can illuminate the sample. This allows a direct comparison of the
images obtained using LED and laser illumination. Eleven of the other
12 holes in the HLG are distributed uniformly in a circular row with
𝑁𝐴𝑐 = 0.37. The last hole is located directly at the center and permits
to illuminate the sample perpendicularly (𝑁𝐴𝑐 = 0) with the laser beam.
As sketched in Fig. 1(a), the HDC and the HLG were alternatively placed
directly on top of the sample. When the HDC was used, a band-pass
spectral filter centered at 𝜆 = 570 nm with a 10 nm bandwidth was
inserted after the objective lens.

3. Dual-space microscopy

The DSM algorithm has been described in detail before [18,19];
nonetheless, here we include a fast description of it for consistency. As
sketched in block (1) in Fig. 2, the DSM algorithm starts by assuming
an initial approximation of the complex function describing the high-
resolution optical disturbance (OD) at the microscope’s RP [20]. For
instance, the DSM algorithm could start by assuming that both the
amplitude
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of the OD are equal to
zero.

As shown in block (2) of Fig. 2, the input approximation is then
Fourier-transformed to obtain the actual approximation of the OD in
the microscope’s FP:
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As shown in block (3) in Fig. 2, Eq. (2) is used to calculate the
first approximation to the amplitude
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Fig. 2. Block diagram of DSM algorithm.

In Eq. (2), the magnitude of the wavevector ⃖⃖⃖⃗𝑘𝑗 is 𝑘𝑗 = (2𝜋∕𝜆)𝑁𝐴𝑐 ,
where 𝑁𝐴𝑐 takes the value corresponding to the illumination direction
𝑗, and 𝑊𝑜 is a circular window with radius 𝑁𝐴𝑜, amplitude equal to one,
and is centered at ⃖⃖⃖⃗𝑘𝑗 = 0. The step indicated in the block (4) in Fig. 2
is absent in FPM, were only RP images are used. In DSM the calculated
amplitude of the FP image with small 𝑁𝐴𝑜
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by the square root of the measured intensity of the corresponding
experimental FP image with small 𝑁𝐴𝑜
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. The rest of the steps
of the DSM algorithm coincide with the well-known steps of the FPM
algorithm [10–15]. In short, as indicated in block (5) in Fig. 2, an
inverse Fourier transform (𝐹−1) operation is performed to calculate the
amplitude and phase associated with the low-resolution RP image using
Eq. (3):
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As sketched in block (6) in Fig. 2, in the next algorithm step the
calculated amplitude of the low-resolution RP image
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tuted by the square root of the measured intensity of the corresponding
experimental low-resolution RP image
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and, as shown in block
(7) in Fig. 2, Eq. (4) is used to recalculate the amplitude and phase
corresponding to the FP image with small 𝑁𝐴𝑜:
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Then, as indicated in block (8) in Fig. 2, the updated approximation
of the optical disturbance in the FP is calculated using Eq. (5):
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where 𝛼, 𝛽, and 𝛾 are coefficients that can be conveniently adjusted. In
this work, we used the set of values 𝛼 = 1, 𝛽 = 1, 𝛾 = 1 in simulations
and 𝛼 = 1, 𝛽 = 0, 𝛾 = 1 while processing experimental images. An
iteration of the DSM algorithm occurs when the steps indicates in blocks
(2)–(8) in Fig. 2 are successively done for each RP–FP image pair.
Generally, several iterations are needed in order that the DSM algorithm
convergence is established. Finally, as shown in block (9) in Fig. 2, a
final Fourier transform operation provides the output high-resolution RP
image and its corresponding phase. Fig. 3 shows DSM simulation results
corresponding to an OD at the sample’s plane with arbitrary intensity
(Fig. 3(a)) and phase (Fig. 3(b)).

The simulation was conducted supposing that the sample was imaged
with the experimental set up illustrated in Fig. 1 and illuminated
successively from 44 different directions with the laser beam using
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Fig. 3. Arbitrary (a) intensity and (b) phase of the simulated OD at the sample’s plane. (c) High-resolution RP image and (d) corresponding phase obtained using the DSM algorithm.
(e–g) Examples of simulated low-resolution RP image corresponding to different illumination directions.

all the circular holes of the HLG with 𝑁𝐴𝑐 < 𝑁𝐴𝑜. No noise was
added to the OD at the sample’s plane. Fig. 3(c) and (d) show the
intensity and recovered phase, respectively, corresponding to the high-
resolution RP image obtained using the DSM algorithm sketched in
Fig. 2. Convergence of the DSM algorithm was achieved after dozens of
iterations. As expected, a very similar result was obtained using the FPM
algorithm (not shown). Fig. 3(e)–(g) show examples of simulated low
resolution RP images, which clearly contain traces of the phase of the OD
at the sample’s plane. In general, this is why the FPM algorithm permits
to extract the phase from multiple low-resolution RP images. Different
low-resolution RP images carry partial but different information about
the phase of the electric field in the sample’s plane. This variety is
fundamental for the FPM phase-recovery algorithm success in extracting
the unmeasured phase. A comparison of the insets in Fig. 3(c) and
(e) shows that many details of the RP image are better defined in the
high-resolution RP image than in the low-resolution RP images. This is
in part because there are phase-artifacts present in the low-resolution
RP images shown in Fig. 3(e)–(g) which are not present in the high-
resolution RP image shown in Fig. 3(c). The simulation results shown in
Fig. 3 confirm that DSM also permits to obtain a high-resolution RP
image and recover the unmeasured phase of the optical disturbance
for arbitrary samples. This was demonstrated before using less realistic
one-dimensional simulations [19], but this is the first time that results
of DSM full two-dimensional simulations are presented. In this work,
the superposition in the FP space between consecutive FP images with
small NA𝑜 is ∼86%, which is determined by the value of NA𝑜 and
the geometry of the used HDC and HLG. This value is larger than
the minimum superposition values reported for FPM [21]; therefore,
we expect that the experiments reported here could be optimized by
reducing the number of images.

We also conducted simulations corresponding to the sample used
in the experiments. We assumed an OD in the sample’s plane which

amplitude and phase are periodic with 𝑝 = 1.67 μm, and we supposed
that the sample was imaged with the experimental set up illustrated in
Fig. 1 and illuminated successively from the same 44 different directions
with the laser beam using the HLG. Fig. 4 shows simulation results
obtained using the DSM algorithm.

Fig. 4(a) shows the synthetic FP image with large 𝑁𝐴𝑠 = 𝑁𝐴𝑜 +
𝑁𝐴𝑐 = 1.53 that was simulated using the DSM algorithm. We determine
a distance of 𝜆∕𝑝 ∼ 0.33 (in numerical aperture units, [14,15]) between
the zero- and first-order diffraction spots in the synthetic FP image,
which is in excellent correspondence with the period 𝑝 = 1.67 deter-
mined from the simulated high-resolution RP image shown in Fig. 4(b).
Moreover, the same periodicity is clearly visible in the recovered phase
shown in Fig. 4(c).

4. Experimental results

We conducted experiments designed to study the influence of the
size of the diffraction spots observed in the experimental FP images on
the FOV of the high-resolution RP image that can be obtained using
FPM and DSM. With this goal in mind, we imaged a commercial Ronchi
Ruling with a relatively large period 𝑝 = 1.67 μm using the experimental
set up illustrated in Fig. 1. The sample was illuminated using the
HDC in a first set of experiments and, in a second one, the laser-HLG
combination was used. In both cases, a RP–FP image pair was obtained
for each illumination direction with 𝑁𝐴𝑐 < 𝑁𝐴𝑜. Dark field images
(𝑁𝐴𝑐 > 𝑁𝐴𝑜) were not needed due to the relatively large period of the
sample structure.

Fig. 5 shows several typical examples of the images that were
experimentally obtained before implementing the phase-recovery algo-
rithm. The images shown in Fig. 5(a)–(d) were obtained using the HDC
while images shown in Fig. 5(e)–(h) were obtained using the laser-HLG

Fig. 4. Simulated (a) synthetic FP image and (b) high-resolution RP intensity image corresponding to a Ronchi Ruling with 𝑝 = 600 lines∕mm that were obtained using the DSM algorithm.
(c) Recovered phase of the optical disturbance at the microscope’s RP. The white arrows in (a) indicate the position of the first-order diffraction spots.
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Fig. 5. Examples of experimental FP (a, c, e, g) and (b, d, f, h) RP images of a Ronchi Ruling target with 𝑝 = 1.67 nm obtained using (a–d) the HDC and (e–f) the laser-HLG combination.
The RP–FP image pairs were obtained for illumination directions corresponding to 𝑁𝐴𝑐 = (a–b, e–f) 0.58 and (c–d, g–h) 0.73.

Fig. 6. Results obtained using the FPM algorithm when processing the experimental RP images obtained using (a–c) the HDC and (d–f) the laser-HLG combination. (a) And (d) synthetic
FP images with 𝑁𝐴𝑠 = 1.53; (b) and (e) high-resolution RP images; (c) and (f) recovered phases.

combination. Three important characteristics can be identified after a
comparison of these two set of images. First, as it should be expected, the
experimental images obtained with LED illumination are very similar
to the images obtained with the laser-HGL combination. Second, as it
should also be expected, the RP images shown in Fig. 5(f) and (h) are
noisier than the RP images shown in Fig. 5(b) and (d) due to the speckles
associated to the higher coherence of the laser beam in comparison
to the lower coherence of the light produced by a LED. And third,
the diameter of the diffraction spots seen in the FP images shown in
Fig. 5(a) and (c) are ∼7 times larger than the diameter of the diffraction
spots seen in the FP images shown in Fig. 5(e) and (g). This can be
explained by the difference in the partial spatial and temporal coherence
of both illumination sources [22–24]. Alternatively, the larger size of
the diffraction spots produced by the LED illumination can be explained
assuming each LED illuminates the sample with a cone of light formed by
the incoherent superposition of plane waves impinging on the sample
at slightly different directions [25]. The small divergence of the light
emitted by LEDs should have little or no effect in the FPM technique
because only RP images are used in FPM. This is confirmed by the FPM
results shown in Fig. 6.

Fig. 6(a)–(c) (Fig. 6(d)–(f)) show results obtained by numerically
processing the 44 experimental RP images obtained with the HDC (laser-
HLG combination) using the FPM algorithm. As expected, the results
are very similar in both cases except for the excess of noise present in
Fig. 6(e) and (f), which is related with the use of noisier experimental
images. Nevertheless, both high-resolution RP images shown in Fig. 6(b)
and (e) have the correct period 𝑝 = 1.67 μm of the Ronchi Ruling, which
is in excellent correspondence to the separation 𝜆∕𝑝 ∼ 0.33 between
consecutive diffraction spots in the synthetic FP images with 𝑁𝐴𝑠 = 1.53
shown in Fig. 6(a) and (d). Moreover, as expected, the same periodicity
is observed in the recovered phases shown in Fig. 6(c) and (f). In contrast
to FPM, one should expect that the small divergence of the light emitted
by LEDs should have a strong effect in the DSM technique because
FP images are used in the DSM algorithm sketched in Fig. 2. This is
confirmed by the DSM results shown in Fig. 7.

Fig. 7(a)–(c) (Fig. 7(d)–(f)) show results obtained by numerically
processing the 44 experimental RP and FP images obtained with the
HDC (laser-HLG combination) using the DSM algorithm. Diffraction
spots corresponding to several diffraction orders are clearly visible in
the synthetic FP images with 𝑁𝐴𝑠 = 1.53 shown in Fig. 7(a) and
(d). However, as expected, the diameter of the diffraction spots in the
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Fig. 7. Results obtained using the DSM algorithm when processing the experimental RP and FP images obtained using (a–c) the HDC and (d–f) the laser-HLG combination. (a) And
(d) synthetic FP images with 𝑁𝐴𝑠 = 1.53; (b) and (e) high-resolution RP images; (c) and (f) recovered phases. The added discontinuous-line rings indicate the estimated FOV of the
high-resolution RP images.

synthetic FP image shown in Fig. 7(a) is ∼7 times larger than of the
ones observed in the synthetic FP image shown in Fig. 7(d). There is a
Fourier transform relationship between RP–FP images; therefore, larger
diffraction spots in the FP image should produce reduced FOV in the RP
image. In excellent correspondence with this observation the radius of
the FOV of the high-resolution RP image shown in Fig. 7(e) is ∼7 times
larger than the really small FOV of the high-resolution RP image shown
in Fig. 7(b). This is illustrated by the discontinuous-line rings added to
Fig. 7(b) and (e), which radiuses were evaluated using the following
equation [18]:

𝑅 ≈ (𝜆∕2𝜋) ∗ 𝑁𝐴𝑖𝑛𝑡 (6)

where 𝑁𝐴𝑖𝑛𝑡 is the intrinsic numerical aperture associate to the di-
vergence of the illumination beam, which we estimated from the
experimental FP images to be 𝑁𝐴𝑖𝑛𝑡 ∼ 0.07 for LEDs and 𝑁𝐴𝑖𝑛𝑡 ∼ 0.01 for
the laser beam. Nevertheless, in both high-resolution RP images shown
in Fig. 7(b) and (e) the same periodicity 𝑝 = 1.67 μm is clearly observed,
which is in excellent correspondence to the separation 𝜆∕𝑝 ∼ 0.33
between consecutive diffraction spots in the synthetic FP images shown
in Fig. 7(a) and (d). A direct comparison of Fig. 7(c) and (f) shows that
the phase was successfully recovered by the DSM algorithm when the
laser-HLG combination was used (Fig. 7(f)) but failed to do so when
using the HDC (Fig. 7(c)). A comparison of Fig. 7(f), Fig. 6(c), and (f)
reveals a good correspondence between the phase recovered by laser-
based DSM and the ones recovered using FPM. It should be noted that
DSM requires double number of images than FPM and produces similar
results than FPM for the sample used in this work; however, DSM should
produce better results than FPM when imaging photonic crystals with a
period smaller than the Rayleigh resolution limit [18]. In addition, the
small FOV of the DSM-reconstructed RP image shown in Fig. 7(b) agree
with previous reported results of DSM implemented using a HDC [18].
Therefore, the large FOV of the DSM-reconstructed RP image shown
in Fig. 7(e) demonstrates that using a laser as the illumination source
enhance the FOV due the decreasing in size of the diffraction spots in
the corresponding experimental RP images.

5. Conclusions

We presented full two-dimensional DSM simulations for arbitrary
samples, which demonstrate successful convergence of the DSM phase-
recovery algorithm. We experimentally demonstrated that DSM imple-
mented using a laser as the illumination source permits to obtain a

synthetic OD with large FOV. However, the higher coherence of the
light produced by a laser when compared with the light produced by
LEDs results in additional noise affecting the quality of the obtained
images. Therefore, we foresee two possible paths for transforming DSM
in a useful super-resolution imaging technique. A first path consists in
using a different source of illumination that combines the high intensity
directionality of a laser with the low coherence of LEDs. For instance,
the implementation of DSM using mode-locked lasers and random lasers
should be explored. A second path consists in implementing a modified
DSM algorithm that explicitly consider the partial spatial and temporal
coherence of the illumination source.
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