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We present an experimental implementation of the recently proposed dual-space microscopy (DSM), an optical

microscopy technique based on simultaneous observation of an object in the position and momentum spaces,
using computer-controlled hemispherical digital condensers. We demonstrate that DSM is capable of resolving

structures below the Rayleigh resolution limit.
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1. INTRODUCTION

Microscope condensers provide inclined illumination that per-
mits an increase of the resolution of optical microscopes of only
up to the Rayleigh resolution limit [1-5], which means that if 1
is the vacuum wavelength of the light used to illuminate a sam-
ple using a traditional condenser, and if the light transmitted
through the sample is collected by an objective lens with a
numerical aperture NA,, then, according to Abbe’s theory of
image formation [6-8], the minimum period observable
(Pmin) With this setup is limited to p,;, ~ 4/(2NA,). Also, with
conventional single-shot imaging techniques, the phase in-
duced in the light that is transmitted through the sample
cannot be recovered. However, digitally controlling the illumi-
nation from a condenser, as with hemispherical digital condens-
ers (HDCs) [9,10], permits the implementation of Fourier
ptychographic microscopy (FPM), which is based on calculat-
ing a large synthetic numerical aperture (NA,; > NA)) in the
Fourier plane (FP) from the acquired low resolution far-field
real plane (RP) intensity images of the light transmitted
through a sample that is illuminated at various angles [11-15].
Simultaneously, FPM permits us to recover the experimentally
unmeasured phase that gets induced in the light transmitted
through the sample [11-16]. Nevertheless, we recently
demonstrated that for samples containing a single periodic
structure with a period p < 4/(2NA)), as for photonic or
plasmonic crystals, the FPM phase-recovery algorithm fails
to correctly resolve the periodicity of the sample [16]. This
is because in none of the low resolution RP intensity images
acquired using a microscope objective with NA, is a single
periodic structure with p < 4/(2NA,) visible. However, the
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experimentally acquired FP intensity images associated with
these low resolution RP intensity images contain the first-order
diffraction spots corresponding to the correct spatial periodicity
[10]. Detection methods based on FP intensity images of
photonic and plasmonic crystals with p < 2/(2NA,)) have been
reported [15,17,18]. Recently, we proposed a novel imaging
technique called dual-space microscopy (DSM), which is based
on simultaneously obtaining RP and FP intensity images of the
sample, and then processing all the experimentally obtained
images using a phase-recovery iterative algorithm to resolve
periodic and nonperiodic structures well below the Rayleigh
resolution limit [19]. In this work, for the first time, we exper-
imentally implement the DSM technique using a computer-
controlled HDC to study the lateral resolution of the RP
intensity images obtained using the DSM technique. The com-
puter-controlled HDC used in this work consists of 64 light
emitting diodes (LEDs) that are uniformly distributed on
the internal surface of a hemisphere [10,15] and can be used
to illuminate the sample with controllable directional light with
superior illumination uniformity in comparison to the con-
densers with a planar array of LEDs [11,12], as the LEDs
are at the same distance from the sample. This paper is organ-
ized as follows: in Section 2, we discuss the structure and fab-
rication of the sample and the imaging setup used in the
experiments described in this paper. The DSM algorithm is
described in Section 3. In Section 4, we demonstrate experi-
mental implementation of the DSM technique using HDC:s.
In Section 5, we demonstrate the capability of DSM technique
for imaging below the Rayleigh resolution limit. Finally,
conclusions of this work are presented in Section 6.
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2. EXPERIMENTAL SETUP AND SAMPLE
STRUCTURE

A. Experimental Setup

The microscope arrangement used for implementing the DSM
technique is as shown in Fig. 1(a). We used a commercially
available Nikon Ti inverted microscope and replaced its
built-in illumination source with the HDC, whose photograph
is shown in Fig. 1(b). The HDC was centered over the area of
interest of the sample, so that all 16 LEDs in each of the four
circular rows correspond to a condenser numerical aperture of
NA, ~ 0.58, ~0.73, ~0.89, and ~0.97 [10,15]. Each of the 64
LEDs of the HDC can be turned on and off independently to
illuminate the sample. An objective lens with NA, = 0.8 was
used to collect the light transmitted through the sample. The
light collected by the objective lens was filtered at A = 450 nm,
the LEDs’ peak emissivity wavelength [10], by placing a spec-
tral bandpass filter (having 10 nm bandwidth) beneath the
objective lens. Finally, two charge-coupled device cameras were
used to capture the RP (4; (r)?) and FP (4; (k)?) intensity

images of the sample.

B. Sample Structure

In order to obtain quantitative evaluation of the resolution of
the obtained RP images, we used periodic structures of chro-
mium (Cr) pillars arranged with rectangular lattice symmetry;
two different periodicities, p, and p, in two mutually
perpendicular directions; and pillar diameter = p},/ 2. We
fabricated two different samples, one of them with periodicities
2, =500 nm and ?, = 300 nm, and another with periodic-
ities p, = 600 nm and p, = 270 nm [15]. The process of
creating the periodic structures starts with spin-coating a
~100 nm thick layer of poly methyl-methacrylate (PMMA)
over a ~150 pm thick glass coverslip, and then thermally
evaporating a ~10 nm thick Al layer, which results in a struc-
ture that can be used for e-beam lithography. After lithographic
patterning, hydrofluoric acid was used to etch away the Al layer,
and a methyl-isobutyl-ketone and isopropanol solution was
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Fig. 1. (a) Schematic diagram of the experimental setup. (b) Inner
view of the HDC light source.
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used to etch out the parts of PMMA exposed to the electron
beam during lithography, thereby forming holes in the PMMA
layer arranged in a rectangular lattice pattern. A ~15 nm thick
Cr layer was then deposited on top of the PMMA layer, which
gets filled in the holes in the previously revealed lattice arrange-
ment. Finally, the sample was sonicated in acetone and then in
isopropanol, to dissolve the PMMA layer, thereby leaving only
a periodic structure formed by Cr pillars.

3. DSM ALGORITHM

The DSM algorithm used in this work, and sketched in Fig. 2,
is a two-dimensional (2D) version of the 1D-DSM algorithm
described in [19]. As shown in the block (1) in Fig. 2, like in
FPM [11], the DSM algorithm could start, for instance, assum-
ing amplitude [a,—¢(r)] and phase [p,,_,(r)] identically
equal to one and zero, respectively, as the initial approximation
(m = 0) corresponding to the high resolution RP intensity im-
age [4,,—o(7)?]. Then, as shown in the block (2) in Fig. 2, the
first actual approximation (7 = 1,j = 1) of the amplitude and
phase corresponding to the FP image with large NA| is calcu-
lated by applying a 2D Fourier transform operation (F) [8]:
Ay (R = Fla, ()] (1)
As shown in the block (3) in Fig. 2, this follows by the use of
Eq. (2) to calculate the first approximation to the amplitude
[A,=1,j=1(k)] and phase [P,_,;— (k)] corresponding to the
FP image with small NAG[Am)j(/e)z] that would be observed
by illuminating the sample with the LED number ;:
A, ()T ® = 45k~ k)Tt W, 2
In Eq. (2), k; = (2n/A)NA,, where NA, takes the value cor-
responding to the LED number 7, and W/, is a circular window
of radius NA , amplitude equal to one, and centered at £ = 0.
At this point, as shown in the blocks (4) and (5) in Fig. 2, the
calculated amplitude of the FP image with small NA,[A4,, (k)]
is substituted by the amplitude of the corresponding experi-
mental FP image [4;(#)], which was obtained as described
in Section 2. This is in contrast with FPM, where no experi-
mental FP images are used [11-14,16,19]. In the next step, as
shown in the block (6) in Fig. 2, the amplitude [4,,;(r)] and
phase [pm](r)] corresponding to the related low resolution RP
image are calculated by applying a 2D inverse Fourier trans-
form operation (F'):

(NP = FIA (B0, (3)

At this point, as shown in the blocks (7) and (8) in Fig. 2, like
in FPM, in DSM, the calculated amplitude of the low resolu-
tion RP image [4,,;(r)] is substituted by the amplitude of the
corresponding experimental low resolution RP image [4;(r)],
which was obtained as described in Section 2. Then, as shown
in the block (9) in Fig. 2, the amplitude and phase correspond-
ing to the FP image with NA, is recalculated using the
following equation:

A (k)" = Flay(r)etn ] W, @)
Finally, as shown in the block (10) in Fig. 2, the updated ap-

proximations of the amplitude and phase corresponding to the
synthetic numerical aperture are calculated by first shifting the
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Fig. 2. DSM phase-recovery algorithm. The part of the algorithm included in the box with the discontinuous line is repeated for NA,
corresponding to each LED, which constitutes one complete iteration. The algorithm converges after several iterations.

complex functions corresponding to the calculated and recal-
culated FP images with small NA, by the amount -4;, and then
adding a weighted difference between them to the complex
function corresponding to the actual approximations of the
synthetic numerical aperture; that is, using Eq. (5),

rec

- upd - act .
AR RO = A2 (R TP 4 A (b + k)Tt
— 7 A, (b + ke tth)] )

In this work we used the weighting parameter values @ = 1 and
y = 0. As shown by the arrow between blocks (10) and (2) in
Fig. 2, after the initial approximation of the FP image with large
NA, is updated, the amplitude and phase corresponding to the
updated FP image with NA; are used as the actual approxima-
tion of them (j = 2). The operations included in the box with
the discontinuous line in Fig. 2 are successively done for each
pair of experimental low resolution RP image and correspond-
ing FP image with small NA, (indicated by sub-index j). This
constitutes the first iteration (72 = 1) in the FPM algorithm,
and the algorithm should converge after several iterations.
Finally, as shown in the block (11) in Fig. 2, the 2D
Fourier transform of the complex function corresponding to
the updated FP image with large NA, gives the amplitude
and phase corresponding to the final high resolution RP image.
We found that, typically, convergence occurs after few dozen
iterations, but in order to be sure that we did not miss any
important development, we explored the algorithm results even
after hundreds of iterations without finding significant
differences from the results obtained at convergence.

4. EXPERIMENTAL IMPLEMENTATION OF THE
DSM TECHNIQUE USING HDC

The DSM technique uses a set of low resolution RP images and
the corresponding set of FP images obtained by illuminating
the sample obliquely. In this work, these images were obtained
experimentally by illuminating the sample with each of the 64
LEDs of HDC using the experimental arrangement sketched in
Fig. 1(a), and an objective lens with NA, = 0.8. To first
approximation, the light from each of these LEDs can be
assumed to be a coherent monochromatic plane wave that is
obliquely incident over the sample surface, and hence, when
using a condenser numerical aperture of NA, < NA,, p_. is
given by the following equation [2,4,9,15]:

A
T NA, + NA,

According to Abbe’s theory of image formation, for any spatial
periodicity less than the Rayleigh resolution limit but larger
than the minimum observable period (p,,;,) in Eq. (6), when
condenser numerical aperture of NA, > NA, is used, the ac-
quired low resolution RP image will not show the periodicity of
the sample, but the associated FP image may contain a diffrac-
tion spot corresponding to correct periodicity in the sample
[10,15]. For experimental implementation of DSM technique,
we used the sample with p, =500 nm and p, = 300 nm
periodicities in two mutually perpendicular directions as the
object under observation. The Rayleigh resolution limit for this
experimental setup was calculated to be ~281 nm, and thus,
we investigate the performance of DSM technique for a perio-
dicity that is slightly greater than the Rayleigh resolution limit.

]7 min (6)
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Fig. 3. [(a), (b)] Pairs of RP and FP intensity images of a sample with p, = 500 nm and p, = 300 nm, respectively, that mimic the object under
observation in the microscope; [(e), (f) and (i), (j)] are reconstructed with the DSM algorithm by using all [(e), (f)] computer-generated images that
mimic image acquisition in the microscope, and [(i), (j)] experimentally acquired images. [(c), (d) and (g) (h)] Pairs of low resolution RP images and
corresponding FP images with small NA, = 0.8 that are created [(c), (d)] from simulated object intensity shown in (a), and [(g), (h)] from ex-

perimentally acquired images, which are obtained using NA, = 0.97.

Also, in order to validate the experiment, we created simulated
low resolution RP and FP images that mimic the experimen-
tally acquired RP and FP images. The simulation was con-
ducted using a 2D extension of a 1D simulation algorithm
previously reported in Refs. [16,19]. We first defined the com-
plex function a(r)e#?") describing the optical disturbance at the
object plane [8,16,19]. The corresponding intensity at the
object plane (a(r)?) is shown in Fig. 3(a). The phase (p(7))
was also chosen with the same periodicities as the intensity
(not shown). The modulus-squared (A(k)?) of the 2D
Fourier transform of a(r)e?") (A(k)e™®) is shown in
Fig. 3(b) where, for convenience, the wave-number £ =
(2z/2)NA is represented in units of numerical aperture
(NA = Ak/27). The complex function A(k)e”™® was then
used to obtain the set of simulated FP images with small
NA, that could be observed at the microscope’s FP. Each
FP image with small NA, was simulated by cropping the func-
tion A(k - k.)e"**9) to a disc of radius NA, that is centered at
k =0, as described in Refs. [16,19]. The corresponding low
resolution RP images were then obtained by 2D Fourier trans-
form of these FP images with small NA,. For instance, the low
resolution RP image and the corresponding FP image with

NA, = 0.8 that were simulated using NA, = 0.97 are shown
in Figs. 3(c) and 3(d), respectively. The two sets of FP images
with small NA, and the corresponding low resolution RP im-
ages were then processed using the DSM algorithm described in
Section 2, to obtain the high resolution RP intensity image
shown in Fig. 3(e), and the corresponding synthetic FP inten-
sity image with NA; = 0.97 4 0.8 = 1.77 shown in Fig. 3(f).
Comparison of the high resolution RP intensity image shown
in Fig. 3(e) with the exact optical disturbance intensity at the
object plane shown in Fig. 3(a) suggests that the DSM algo-
rithm worked correctly. This is further supported by the correct
locations 4/p, = 1.5 and 4/p, = 0.9 of the first order diffrac-
tion spots in Fig. 3(f). Also, on comparing Figs. 3(b) and 3(f),
we notice that although the number of diffraction spots in ob-
tained FP intensity image with NA; = 1.77 shown in Fig. 3(f)
is higher than in any of the simulated FP images with small
NA, = 0.8 [Fig. 3(d)], the number of diffraction spots have
to be less than those in Fig. 3(b) due to the finite value of
NA,, which explains the minor differences in the resolution
of the intensity distribution shown in Fig. 3(a) and the high
resolution RP intensity image shown in Fig. 3(e). On the other
hand, Figs. 3(i) and 3(j) show the high resolution RP image and
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the synthetic FP image, respectively, that were obtained by
processing the experimentally acquired RP and FP images using
the DSM algorithm. An instance of a pair of low resolution RP
image and the corresponding FP image with NA, = 0.8 that
were experimentally acquired by illuminating the sample with a
LED with NA, = 0.97 is shown in Figs. 3(g) and 3(h), respec-
tively. The position of the diffraction spots in the FP image
with NA, = 1.77 shown in Fig. 3(j) are in the same position
as in the FP images shown in Figs. 3(b) and 3(f). This is in
excellent correspondence with the observation of the correct
periodicities in the small field-of-view (FOV) confined in
the red circle added to the high resolution RP intensity image
shown in Fig. 3(i). Such small effective FOV is a consequence
of the repetitive use of Fourier transforms in the phase-recovery
algorithm, which assumes that LED emits a plane-wave to
illuminate the sample [11,12]. This is in agreement with the
extremely small size of the diffraction spots in the simulated
FP images shown in Figs. 3(d) and 3(f). In reality, LEDs emits
a divergent beam of light, and therefore, an additional non-zero
intrinsic numerical aperture (NA[gp # 0) could be associated
to each LED. From the radius of the diffraction spots in the FP
experimental images [Fig. 3(h)], we estimated an average value
of NA;rp ~ 0.05 for the LEDs in the HDC. This value of
NA;rp represents the actual minimum resolvable feature in
each of the experimental FP images and in the FP image with
NA, = 1.77 shown in Fig. 3(j). Consequently, the radius
(Rpsm) of the circular effective field-of-view of the high reso-
lution RP intensity image obtained using the DSM technique
(FOVpsm) was calculated using the following equation:

A
R .
DsM 2r NALED

Using Eq. (7), we estimated Rpgy ~ 1.4 pm, which
matches the diameter of the red circle added to Fig. 3(i). It
should be noted that the undesirably small FOV gy could
be increased by illuminating the sample with a laser beam with
much smaller intrinsic numerical aperture. The results shown
in Fig. 4 highlight the advantages of DSM in respect to FPM.
No periodicity is visible in any of the dark-field (NA, > NA))
low resolution RP image that is simulated or experimentally
obtained with NA, = 0.89 and 0.97 [Figs. 3(c) and 3(g)]
[15,106]. This is because in the corresponding FP images with
NA, = 0.8 only a first-order diffraction spot corresponding to
the sample’s periodicities is visible [Figs. 3(d) and 3(h)] [15,16].
Consequently, the high resolution RP images obtained with the
FPM algorithm, and using only all simulated or experimental
dark-field low resolution RP images, also show no periodicity
(not shown) [15,16]. However, both periodicities are clearly
observed in the high resolution RP image obtained with the
DSM algorithm, and using only all simulated [Fig. 4(a)] or
experimental [Fig. 4(c)] dark-field low resolution RP images.
This is in excellent correspondence with the diffraction spots
observed in the corresponding synthetic FP images shown in
Figs. 4(b) and 4(d), respectively. Here, again, although the
FOVpgy is small because NA;pp ~ 0.05, the correct periodic-
ities are observed inside the circular effective field of view
represented by the red circle added to the high resolution
RP intensity image shown in Fig. 4(c). The small size of
FOVpsu corresponds with the larger size of the diffraction
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Fig. 4. Pairs of RP and FP images of a sample with p, = 500 nm
and p, = 300 nm showing the reconstructed intensity images ob-
tainedy with DSM algorithm by using [(a), (b)] computer-generated
images that mimic image acquisition in microscope, and [(c), (d)] ex-
perimentally acquired images, which were obtained with NA, = 0.8,
and NA, = 0.89 and NA, = 0.97 only.

spots in the synthetic FP image shown in Fig. 4(d) when com-
pared with the diffraction spots in Fig. 4(b).

5. IMAGING BELOW THE RAYLEIGH
RESOLUTION LIMIT USING THE DSM
TECHNIQUE

After exploring implementation of DSM technique with HDC
using a sample having periodicities slightly above the Rayleigh
resolution limit, we used a sample with periodicities p, =
600 nm and p, = 270 nm for demonstrating the predicted
capability of DSM technique for resolving single periodic struc-
tures with a period in the range 4/(2NA,) = 281 nm > p >
AJ/(NA, + NA,) = 254 nm [19]. It has been previously re-
ported that FPM fails to resolve the 270 nm periodicity of such
sample [15,16]. Figures 5(a) and 5(b) show the high resolution
RP and the corresponding synthetic FP images, respectively,
obtained by processing all simulated low resolution RP images
and corresponding FP images using the DSM algorithm. The
obtained high resolution RP image for the sample in Fig. 5(a)
clearly reveals the p, = 270 nm periodicity, which suggests that
the DSM technique can resolve a single periodic structure with
a period below the Rayleigh resolution limit. On the other
hand, Fig. 5(c) shows the useful FOVpgy of the high resolu-
tion RP image obtained by processing the experimental RP and
FP images using the DSM algorithm. The poor contrast of the
sample’s smallest periodicity in Fig. 5(c) can be explained by the
presence of unwanted reflections in the corresponding syn-
thetic FP image shown in Fig. 5(d). The unwanted reflections
occur at the internal surface of the HDC dome; therefore,
both undesirable features, the small size of FOV gy and the
unwanted reflections, could be simultaneously eliminated by
substituting the HDC by a single laser beam and a system
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Fig. 5. Dairs of RP and FP intensity images of a sample with
P =600 nm and p, =270 nm that were reconstructed with
DSM algorithm by using all [(a), (b)] computer-generated images that
mimic image acquisition in the microscope, and (c—f) experimentally
acquired images, which were obtained with NA, = 0.8. The recon-
structed intensity images shown in [(c), (d)] are obtained using the
HDC microscope setup in Fig. 1(a), and images shown in
[(e), ()] are obtained by removing reflections appearing in (d) by using
simple image post-processing methods. The RP images in (c) and
(e) are cropped to show only useful FOVpgy.

for changing the incidence angle of the beam on the sample.
Using image post-processing methods, we removed the un-
wanted reflections from the experimental FP images. As shown
in Fig. 5(¢), both periodicities of the sample are observed in the
useful FOV gy, of the high resolution RP image that was ob-
tained with the DSM algorithm using the post-processed exper-
imental FP images. This is further supported by the correct
location of the first order diffraction spots in the corresponding
synthetic FP image shown in Fig. 5(f). The observation of the
270 nm periodicity in Fig. 5(e) demonstrates the capability of
DSM for producing images with a resolution better than the
Rayleigh resolution limit.

6. CONCLUSIONS

We presented the first experimental implementation of the
DSM technique using a HDC. We experimentally confirmed

Research Article

that the DSM technique can image photonic crystals with a
period smaller than the Rayleigh resolution limit. We identified
the undesirably small size of FOVpgy to be a consequence
of the divergent emission of light from LEDs. Considering that
the super-resolution capabilities of DSM when observing
nonperiodic samples have been predicted [19], we expect that
implementation of the DSM technique using a highly colli-
mated laser beam will result in a practical super-resolution
technique for imaging periodic and nonperiodic samples.
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